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We first present cognitive psychological theorielevant to crisis decision making. Next we descthee
AlphaACT™ (Alpha Advanced Crisis Technology) decision suppsystem, a software application
designed to support a range of military and cixileanergency responders. The essential componetits of
system are as follows: (a) a user interface thdksvthe decision maker through a multi-step deaisio
process inspired by the recognition-primed decisrmdel and case-based reasoning theory; (b) arpatte
recognition engine that prompts the user for diatjpdnformation and retrieves similar cases; ar)da
community-wide shared knowledge base of casegtbats as the system is used. AlphaACT'’s objectve i
to train and enable responders in crisis situattorthink like experienced decision makers, anduikly
build their store of available experiences. Thetf&klphaACT application under development will sapgp
key decisions made by first responders managiragardous materials emergency.

BACKGROUND

Human error has been found to be responsible & GD
aviation accidents (Sniezak, Wilkins, WadingtonB&umann,
2002). During crisis and emergency situations, gibedsion
making is critical because the primary goal isttevent or
mitigate extremely negative consequences. Eveateften
unexpected, life-threatening, and occur under dardi of
great urgency, stress, instability, and uncertainty

An approach to decision research that is well aligwith
crisis decision-making is naturalistic decision-ingk(NDM)
(Lipshitz, Klein, Orasanu, & Salas, 2001). NDM fees on
people who use their experience to make decisionesail-
world contexts, and aims to examine how succesgftision
makers size up the decision problem and make rabt®n
decisions that are compatible with the situatiooc@ding to
this view, experienced decision makers can skijlfuse their
experience and prior knowledge to assess a situatid
appraise decision options — a process sometimésjcidlly
referred to as “intuition” — and quickly settle arcourse of
action (Klein, 2003). The NDM perspective emphasite
importance of studying complex decision making unde
conditions of uncertainty, time pressure, and str€sisis
decision making involves all of these factors, ofte an
extreme degree, and under rapidly changing comditio

Recognition-primed Decisions (RPD)

The most cited and prototypical NDM model is theLRP
model (Klein, 1993; 1998). It is considered by sdmee the
most appropriate framework for describing how prieft
decision makers operate, especially under conditidnime
pressure and uncertainty (Lipshitz, et al. 200Xcdkding to
RPD, often the goal of the decision maker is tadigdind
and select the first reasonable and workable swiutVe
choose here to focus on the variations of the RPRBainthat
can involve less typical situations. In our vievR[R
essentially propose the following major steps mdlecision
process:

» Characterize the decision problem and diagnose the
situation

« Recognize in memory a similar situation

« Achieve a better understanding of the current iina
through comparison with the recognized situation
(considering cues, goals, expectations, & actions)

« Mentally simulate the indicated course of actiolgaoige
whether it will succeed, making modifications ifecked

Originally based on a cognitive task analysis of
firefighters, replications with other groups (edgsign
engineers, offshore oil installation managers, cencmal
aviation pilots, British army officers) have fouticht RPD
strategies were used by experienced decision mak&fs
95% of cases (Klein, 1993). Research on judgmeuntstes
lends indirect support for RPD. For example, redzigg
cases based on similarity is consistent with the
representativeness heuristic, a mental rule-of-thumhereby
judgments depend on the degree of assumed similarit
between cases (Kahneman & Tversky, 1973).

Beliefs in “the adaptive decision maker” and “f&st
frugal heuristics” (Payne, Bettman, & Johnson, 190&ld &
Gigerenzer, 2001) support the notion that suitabk efficient
decisions can often be made based on the consatedt
minimal information (e.g., Take-the-Best heurist@;ognition
heuristic). In satisficing choice strategies, opsi@re
considered one at a time and searching stops whept#n is
considered to be “good enough.” Along these littess,
mechanism underlying sequential sampling procesteiao
assumes that, rather than taking a predeterminauitityuof
information, sampling of each option occurs untidence
sufficient to favor one option over the other hesumulated
(Busemeyer & Townsend, 1993). One can argue teat th
measure of “rational” decision making depends @nektent
to which the decision works well in our environmenmtt
whether it adheres to a set of formalisms.

Case-based Reasoning (CBR)

The theory of CBR resembles the basic process
underlying the RPD model (Kolodner, 1993, 1997;sRaxk
& Schank, 1989). CBR focuses on the mind’s abttitapply
analogs to solve real-world problems. More ofteamthot,
solutions are not constructed from scratch; instpeglious
experience brings to mind old problems that sugpessible
solutions to new problems. “History repeats itSelfd



solutions that worked in one situation are likelybe
applicable in similar situations.

Support for CBR can be found in psychology andieidi
intelligence literature (Kolodner, 1993; Noh, L&én, Lee, &
Kim, 2000; see Bloomfield & Moulton, 2008, for appdied
example). CBR can be found in the world aroundeug.(a
doctor’s diagnosis based on a prior patient cakeyyer
preparing arguments based on legal precedentsclaamie
fixing an engine by recalling a car with similangytoms), and
in everyday personal problem solving. CBR involves:

» Retrieval: Selection of a similar source case froemory
« Adaptation: Revision of the proposed solution,géded

« Learning: Retention of the solution to form a neage;
update experience

Successful CBR requires recognizing the applicgioli
an old situation to a new one. Knowledge and expeg
relate to the number and richness of cases ingbisidn
maker’'s memory, and to the ability to encode inenrory the
case information that later will facilitate efficieretrieval of
appropriate source cases. According to Ross (15880), the
difference between novices and experts is thatcesvave
fewer relevant experiences to draw upon and dencbde
cases and details as well, making it difficult étrieve
appropriate source cases.

CBR retains the value of specific case detailsotigh
induction processes, CBR methods can acquire kuiysle
with ease—making CBR especially useful when knogteid
incomplete and information is limited. This kindsifuctured
analogical reasoning tends to be a good approaaicfg
complex domains in which there are many qualitétive
different ways to generalize a case. Critics of GBue that
their theories rely too much on observational méshand
anecdotal evidence. However, all inductive reagpimin
circumstances involving scarce data is less amertabl
statistical generalizations and regression methbis. is
especially relevant to crisis decision making, sindses are
by definition infrequent occurrences.

THE AlphaACT SYSTEM

One common objective for a decision support sysssim
help users analyze more and more information ieoral
come up with an optimal decision. The authors f paper
took this approach in the past, when we assist&d U.
Department of Energy (DOE) emergency responders in
preparing for and dealing with hazardous materizmgencies
- and our efforts were met with resistance. We wele that
decisions are typically made with limited or wrong
information, and that often a “90% solution novbétter than
a 100% solution later”. First responders were vedry
succumbing to “paralysis by analysis”, and becoming
ineffectual when lives could be lost if one did act fast.

It became apparent that the most effective decisiakers
were the ones who were consistently able to quigklyerate
successful solutions based on a few pieces ofrirdtion, by
drawing on their prior experiences with similar etge We
observed that their cognitive processes and decidiategies

were compatible with the fundamentals of RPD andRCB
theory. We therefore took an alternate approadesigning
the AlphaACT™ system, and focused on helping decision
makers use a sufficient amount of data to diagtiuse
situation and quickly arrive at a workable solution

This led us to our primary objectives for AlphaACT.
Firstly, we aim to support decision makers in fallog a
decision process that is guided by the RPD framlkewor
Secondly, the system helps decision makers effigieise and
look for information that is important for recogoit of
appropriate cases. Finally, the system builds apdrds the
decision makers’ knowledge store of available cases
Accomplishing these objectives would result in stegn that
can train user to think like experienced decisi@kerns. In the
next sections we describe the essential componénts
AlphaACT: A patterrrecognition engine that searches for the
key unknown information and similar cases, an egpanand
growing knowledge base of cases, and a user interface walking
the user through owlecision process.

Recognition Engine

Research in biological neural systems has ledtéongits
to simulate their functionality as cognitive areluiture in
computer software. Practical applications haveltegin
artificial neural network systems with great congtiatnal
capacity. Connectionist and neural networks cacgs®
information in parallel and in a nonlinear and dlisited
fashion, and they have a capacity to adapt with data
(Glockner & Betch, 2008; Newell & Broder, 2008).

AlphaACT uses a simple neural network, or “recagnit
engine”, to quickly and efficiently search throughge
relational knowledge bases and recognize pattardata. It is
a multi-layer fully connected network that usesga®id
symmetric activation function and is trained usting Rprop
training algorithm (described by Igel & Husken, 2pOWith
each new input submitted by the user, the recagnéngine
determines case matches from the knowledge basthamext
piece of key data for situation diagnosis. Thisbdema
guestion & answer interview interface, dynamicadigntifying
the next question for which an answer is likelyead to
convergence onto matching cases in the knowledge. fiaven
if the user does not know the answers, the questeach the
user to focus on and gather the critical informmatio

Other potential advantages of the recognition emgin
include an ability to fill in missing data, abstracprototypical
case from partial data, and detect “poor” data ithat
inconsistent with the overall pattern of activation
Furthermore, it can periodically re-train and ujgdit weights
when new cases, cues, and decisions are entecetthént
database, so that the engine’s algorithm improvtsuge.

Knowledge Base

A knowledge base of cases serves as the foundattite
AlphaACT system. The knowledge base is initiallgated
using a streamlined version of the applied cogaitask
analysis method (Militello & Hutton, 1998), whereby
knowledge is elicited during structured interviemith subject



matter experts. Training materials are also a soafc
information.

In later stages of database development, the system
employs an innovative approach to knowledge adijrisin
which decision makers can add new cases, cuesieaigions
into the knowledge base through a semi-automateckegs. As
the system is used by a community of first resposéte
training and after-action reviews, competitive “gagji, and
field response, the centralized knowledge basersgd his
increases the amount of “experience” from whiclsercan
draw. In addition, over time, the relative predietivalidity of
event information in determining decisions improasshe
system’s recognition engine “re-trains” on updadathbases
and takes into account the collective experienckigout from
a community of users. Description of these fundimnbeyond
the scope of this paper; however, a shared ancheia
knowledge base is vital to AlphaACT’s utility.

Decision Process

The AlphaACT system is not a strict representatibtine
RPD model. Rather, it ismispired by RPD and CBR, and
intended to facilitate the fundamental cognitiveqasses
underlying these models. To this end we structtied
decision process into the following steps: Charazge
Recognize, Analyze, Customize, Dramatize, and dtilive
next describe the process in some detail and exptav each
step is supported in the AlphaACT HAZMAT prototype.

AlphaACT FOR HAZMAT EMERGENCIES

Whenever a chemical is accidentally released o t
environment, first responders need to decide withimutes
whether to declare a state of emergency, the laksst,
whether to evacuate and/or shelter people in ptheehest
safe route for evacuation, and the physical digaaavhich
protective actions should be taken. The incidentroander
determines where to set up the command post anddow
secure the area. For our first application, we ettofocus on
these key decisions that occur during the initiagss of a
hazmat emergency.

Sep 1: Characterize. The decision maker receives initial
event information and sizes up the situation. AGa
prompts the decision maker to provide known event
information that is important for retrieving an appriate case
from the database. In AlphaACT HAZMAT, the user cae a
scroll-down menu to input information about the teoa (e.g.,
weather, wind direction, terrain) and the “target’y.,
physical state of the substance, number and type of
containers). Users are able to click on links ardlsover
terms to view pictures or textual explanations. Bigere 1 for
an example screen.

Sep 2: Recognize. The decision maker further assesses
the situation, answering key questions that fatditefficient
recognition of possible matching cases. AlphaACasus
guestion & answer interview interface to ask therdsr
observations and cues that are likely to diagniosevent.
This is done in a “smart” order, as each questi@sgnted is
based on what information has been entered thu$ ffier

recognition engine quickly weights and combinessdoe
retrieve cases and diagnostic questions in théda¢a
Answers are processed and recognition is itergtivetiated.
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Figure 1. Example screen from the Characterize decision step.

Figure 2 depicts an example Recognize screen in
AlphaACT HAZMAT. Here the system deems that the
guestion “What is the estimated container sizdikidy to
help convergence towards matching cases. Aftenawex is
submitted, the recognition engine selects a newstereto ask
(e.g., “Is anyone nearby experiencing nausea oitiray”)
The next probable questions can also be displagethat the
user can plan to obtain the indicated informatfdhey so
choose. In Figure 2, multiple matching cases agsgnted so
that the user — especially novices - can see tigeraf
possible protective action distances and evensiileetion.
The user can continue to answer questions or selezse (or
cases) for further analysis.

Sep 3: Analyze. The decision maker examines the case(s)
selected from the database in more detail. He®cah
perform side-by-side comparisons between the sslezise
and the present emergency to determine if it islgamwugh to
work from. The user takes into consideration déferes in the
particulars of the current situation, as well asrtpresent
needs and goals. For example, in the HAZMAT apfitica
the user is able to read a description of the qast and
access other supplementary information, such aaterial
safety data sheet that shows the recommended jérson
protective equipment, first aid information, ancutical
incompatibilities. This information can serve tongeate
expectancies, goals, and actions.

Sep 4: Customize. This step includes features that allow
the user to “customize” the selected case whendbe
selected from the database differs from the pre=metrgency.
In AlphaACT HAZMAT, an analytical model can predibe
resulting difference in the recommended decisiprather
words, in this step users can run “what if” anatysesee how
changes in information might affect their decisions

Sep 5: Dramatize. The decision maker plays out the
decision mentally (or with the team) to assesdehsibility of



performing the decision actions. In this step, hehe uses
checklists, visual displays, and other tools todrart mental
rehearsal of the recommended decision, evaluataibdity
and appropriateness for the present circumstanodsnake
modifications if necessary. To illustrate, in Fig\®, users are
able to “drag and drop” the command post and traffintrol
points onto a map, a list of high-value targetshaglighted
on the map, and a protective action checklist dvigled.

2: RECOGNIZE ~ 3: ANALYZE

© 1:CHARACTERIZE

RECOGNIZE EVENT DETAILS +

Q1: What is the estimated container size?
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ALPHA ACT HAS FOUND 5 POTENTAL EVENT MATCHES

Explosion ” Explosion

Event Type I Jespeson ~ Jeposion [ Espiosionn |

Weathar | Day | 20 mph Day | 0 mph Day | 10 mph Day | 20 mph Night | 20 mph

Tatrain Type ‘ Urban Urban Urban Urban || urban

Substance

Physical State ‘ Liquid Liguid Gas Gas Liquid

Containar Type | 1 Pint 1 Gallon || &% 51 Cylinder 4% 27 Cylinder || 2 Quarts

I
Acatic Acid Ammonia Chiroine } Tungsten H.. Sarin
|

Number of Containers I 3 1-3

7+ ‘Ji 13

Isolation Zone | 0ft ‘DH 27t 157 ft 2501

Protective Action Zone | 25t {25!: 120 #t 390 #t 1000 ft

Classification (DOE Oniy) | none ' none ALERT ALERT | ALERT

Analyze Selected o ‘

Figure 2. Example screen from the Recognize decision step.

Sep 6: Utilize. The decision maker executes the course of

action and the system assists in communication and
implementation of the decision. Resources and feat(such
as the ability to share, print, and email mapsoresp and
forms) are available. Afterwards, the new casethactues
that prompted recognition, as well as the actueisiten and
its outcome, are entered into the central databbsases.

AlphaACT HAZMAT will be able to operate in training
as well as in response mode. The training versiesgnts a
scenario at the beginning of a session, and theasice
“unfolds” as the user moves through the decisiamtgss. New
information is intermittently “injected” into thecenario in real
time. Various types of performance feedback are als
provided; Indicators of the user’s decision succslsd level,
and statistics (e.g., average decision time) aplalyed. The
scenario’s critical information is explained, ahe user’s
inputs and decision process are critiqued.

Feedback from Chemical Emer gency Responders

We presented the AlphaACT concept and solicited
feedback at workshops involving eight DOE site2009.
Participants included incident commanders, emergenc
directors, fire chiefs, security officers, and teicial staff.

Several common themes emerged. Firstly, there was
consensus that the AlphaACT decision process &parnoach
used by DOE emergency decision makers. Participants
believed that AlphaACT could bring significant adeas in
the support of emergency responders, and thavitldtbe
extended beyond hazmat to include other matesats) as
biological, radiological, nuclear, and explosiveselbf the tool
to promote knowledge sharing across the DOE compaxd
be a substantial benefit, providing “experience prassion”
to the novices and “experience expansion” to thpegs.

A pilot study was also conducted to gather evatuatiata
for a prototype of AlphaACT HAZMAT. Seven inexpaneed
(with no emergency response experience) and fiperenced
(with an average of 26 years experience) parti¢gperad a
brief scenario about a hypothetical HAZMAT emergenc
They imagined they were the Incident Commanderligtet
the information they would consider to help themesip the
situation. After playing with AlphaACT for about 3finutes,
participants completed another size-up questioansith a
different scenario. Lastly, they completed a satisbn survey.

DRAMATIZE EVENT +
Selected Event Traffic Control

Event Type | Explosion

Acfivate Selected

[ Mission Blvd + Stevenson Bivd

weather | Day |20 mph | NE - SW B Mission Bivd + Stevensan Bivd

Terrain Type | Urban § Las Palmas Ave + San Morenc Pl

Subst Tungsten Hexafiouride Stevenson Bivd

Container Type | 4 x 27 Cylinder

Command Post Location:

|
|
Physical State | Gas I
|
Number of Containers ] |

|

38400 Stevenson Pl

Isolation Zone | 320 ft
- Fremont CA

Protective Action Zone | 1000 ft

Classification (DOE only) | ALERT

TRAFFIC CONTROL

Protective Action Checklist

¥ Establish Incident Command Post outside of  [1 Establish Hot, Warm, and Cold Zones
the Casualty (Protective Action) zone.
1 Brief, notify and inform regarding Incident
01 Establish Traffic Control Faints ta control the and Protective Action Plans
Casualty (Protective Action) zone
& Implement Protective Action Plan for Fatality
(Isolation) Zone

]

Develop Incident Management Salety Plan

a

Develop Protective Action Plan for Fatality
(Isolation) Zane:

Figure 3. Example screen from the Dramatize decision step.

B Implement Protective Action Plan for
Casually (Protective Action) Zone

Survey results. Participants rated their overall satisfaction
with AlphaACT, its decision process, and its Q&Aeirview.
They also rated its ease of use, utility, theitinginess to use



AlphaACT, and whether they believed it would hdiprh
make good decisions. The mean ratings were alré&ble,
ranging between 4.0 and 4.4 on a scale of 1 tadbal were
significantly above the neutral point of @< .05). Likely due
to the small sample, the only difference found leetmvthe
inexperienced and experienced was that the ineeqpeed
participants reported being more willing to use #dACT M
= 4.8 vs. 4.0, respectivelg,< .05).

Questionnaire results. To test whether participants
learned to consider information critical for sizing a
HAZMAT emergency situation, we analyzed whether
participants listed more key items of informatedter they
played with AlphaACT HAZMAT, compared toefore they
played with it. On average, 8.1 pieces of critio&brmation
were listedafter playing with AlphaACT HAZMAT, while 5.1
items were listedbefore playing with the system. This
difference was statistically significari¥l(= 3.0,p < .05). No
experience effects or scenario order effects wauad.

SUMMARY & DISCUSSION

A number of psychological theories support the core
principles of the AlphaACT system. This case-bagetem is
designed to emulate how successful decision makis in
crisis situations, and trains users to follow aisien process
inspired by CBR theory and the RPD model.

A theoretical issue to consider is whether the Ritidel
should be treated as a prescriptive model. Althatigtay
accurately describe how experts operate when making
emergency decisions, some may argue that a deaiglon
should still aim to support normative and ratiot@tision
making. There can be skepticism about a systenrehias on
experts’ cognitive processes, because of workdnygfample)
Meehl (1954) and Swets, Dawes, and Monahan (20003h
convincingly explain how actuarial judgments rerakby
statistical models tend to outperform clinical jotnt of
experts. These issues highlight concerns that $@mwve with
the NDM approach (Bazerman, 2001).

However, AlphaACT applies optimizing principles to
produce decision options, utilizing statisticalaithms to
process information and recognize patterns in gia.dro
some extent the system “mechanizes” situation asss# and
recognition in a way that mitigates possible bizaes
problems with expert validity. Although the usepexences a
subjective feeling of satisficing, the system’sagaition
engine maximizes the search and retrieval of magcbases
and question prompts, based on the user’s input.

A pilot study in which people evaluated the AlphaAC
HAZMAT prototype yielded promising results. The
preliminary findings showed that the system wa®fakly
evaluated by users and suggested that familiaitty w
AlphaACT HAZMAT could lead to rapid learning. Fueth
studies examining the system'’s effectiveness areawted.

AlphaACT’s utility will be further tested whenig
applied to other domains. Prototypes serving atsp@oof
emergency responder communities are under develtprar
example, a combat patrol application trains thec&in of
improvised explosive devices and supports resptiae

complex attack. Our hope is that AlphaACT will leadbetter
decision outcomes in emergency situations, an@jtoficant
advances in crisis decision making.
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